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Introduction

Introduction

Revised PFS cosmological forecasts
•Construct mock               data 

and their associated C.
•Same model as in the final 

BOSS analyses. 

•Model params:

•Using these data define 

•Forecasts in agreement with 
Takada et al. (2013).
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©Ariel Sanchez (MPE)
- All ongoing & future BAO galaxy surveys aims at  
  Emission Line Galaxies at z > 1. 
 
- Essential to construct a realistic Mock Catalog for ELGs. 
  Does the Halo Occupation Distribution method work well?  
 
- Observed ELGs are “special populations”. 
  ∘ eBOSS, PFS, DESI: [OII] after (mag, color) selection. 
  ∘ Euclid, WFIRST: H𝛂 with flux threthold. 

 
- Understanding interplay ISM physics in galaxy formation.

e.g., Hirschmann+(2017)
c.f., also Angulo’s talk
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Outline

Outline

1) How to model Emission Line fluxes?  
    - find an empirical relation b/w FEL(M*, SFR, …) in COSMOS. 
 
2) How to paint ELGs in N-body simulations?  

    - embed our COSMOS model into the UniverseMachine.

SS, de la Torre, Ilbert+, to appear on arXiv this month.

SS, Hearin, Samushia+, in prep.

Physical Empirical

Hydro Sim. 
- limited by sub-grid physics.

Semi-Analytical Model 
- require calibration

Empirical Model 
- HOD 
- Abundance Matching

Sufficiently largeSmall
Volume
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Empirical Approach to Model EL fluxes

COSMOS EL

4 S. Saito et al.

Figure 1. The redshift range covered by the emission lines in
each spectroscopic survey. (Top) The number of COSMOS2015
galaxies for which the measurement of each EL line is available
as a function of redshift with �z = 0.05. The solid and dashed
histograms correspond to zCOSMOS and 3D-HST, respectively.
The di↵erence in the overall amplitude originates mainly from the
di↵erence in their sky coverages (roughly speaking, ⇠ 1.3 deg2 for
zCOSMOS, and ⇠ 0.03 deg2 for 3D-HST). (Bottom) The upper
half (3D-HST and zCOSMOS) shows the range in which we cali-
brate our prediction of the emission-line flux, while the lower half
shows the ranges targeted by forthcoming galaxy redshift surveys.
Since [OIII] is not a main target EL of Euclid and WFIRST, we
make it transparent.

cess for the continuum, Estar(B �V), is a free parameter and
allowed to take values in a range of 0-0.7 with a step size
of 0.1. We also consider two cases of metallicities, Z� and
0.5Z�. In summary, we have 12 (BC03 templates) ⇥43 (age)
⇥2 ⇥ 12 (SFH) ⇥ 2 ⇥ 8 (dust extinction) ⇥ 2 (metallicities)
= 396, 288 templates in modeling the stellar continuum.
OI16: I don’t understand from where is coming the factor
2⇥8⇥11. In total, I have 12 di↵erent SFH. In the total number
of templates, you can also count the number of ages (43).
->SS: Olivier, please check the corrected version!
->OI: Not correct: 12 (BC03 templates) x43 (age) x2 x 8
(dust extinction) (the di↵erent SFH, metallicities are in the
12 templates).

In addition, we add to the BC03 spectra the contri-
bution of the star-forming nebular regions in term of the
continuum emission and discrete ELs (Schaerer & de Barros
2009). We first compute the number of Lyman continuum
of photons, QLyC, by integrating the luminosity of the BC03
spectra up to a given wavelength and dividing it by a corre-
sponding energy (e.g., 13.6eV, 24.59eV and 54.42eV for HI,

HeI, and HeII, respectively). Following Schaerer & Vacca
(1998), we then convert it to the monochromatic luminosity
of the nebular gas as

L� =
hc
�

↵�(Te)
↵B(Te)

f� QLyC, (1)

where, for simplicity, we assume that the emitting gas has an
electron temperature of Te = 104 K and an electron density
of ne = 100 cm�3 where the case B recombination coe�cient
for hydrogen is given by ↵B = 2.59⇥10�13 cm3s�1. f� denotes
the fraction of ionizing photons absorbed by the gas which
we assume all ionizing photons are absorbed, i.e., f� = 1. To
compute the nebular continuum, we compute the continuum
coe�cient, ↵�, by further assuming that n(HeII)/n(HI) = 0.1
and n(HeIII)/n(HI) = 0 and accounting for free-free and free-
bound emission by hydrogen and neutral helium as well
as the two-photon continuum of hydrogen (Krueger et al.
1995). To compute the discrete ELs, we specifically derive
the H� luminosity (Krueger et al. 1995; Osterbrock & Fer-
land 2006):

Lint
H�
= 4.78 ⇥ 10�13 f� QLyC. (2)

We compute luminosity for other lines by simply assuming
the line ratios for a metallicity of Z > 0.2Z� from Table 1 in
Anders & Fritze-v. Alvensleben (2003) for the non-hydrogen
lines and Table 4.2 in Osterbrock & Ferland (2006) for the
hydrogen ones. Note that, since two cases of metallicities,
Z� and 0.5Z�, which we consider in fitting lie within the
range of Z > 0.2Z�, the line ratios are essentially fixed with
[OII]/H� = 3, H↵/H� = 2.9 and [OIII]/H� = 4.1. As one
exceptional case, we also attempt to make the [OIII] lumi-
nosity free by further multiplying a free scaling parameter
as [OIII]/(4.1H�) = 0.25, 0.5, 1, 2, and 4. This exercise is
motivated by the fact that the photometric bands in an in-
termediate wavelength regime contribute to determination
of photometric redshift via the [OIII] EL. Therefore we will
present separately the [OIII] results in section 3.3.2.

SS17: I decided not to have an independent subsection for
[OIII]. Also, please tell me what paper to cite on the impact
of [OIII] on photo-z.
-> OI: No paper to cite. That’s the first time we try to have
the OIII totally free. Still, in my 2009 paper, I was already
leaving the lines as a free parameter.

We then add the ELs to the continuum assuming a Gaussian
shape with a rotational velocity of Vrot = 200km/s, and with
a fixed inclination angle of < sin i >= 0.5.

We account for the fact that the amount of dust at-
tenuation for the ELs from nebula regions can be di↵erent
from one for the stellar continuum. We simply adopt the
exactly same extinction curve in the stellar continuum, but
parametrize the color excess for the ELs by a factor of f :

Eneb(B � V) = Estar(B � V)
f

. (3)

In general, the measurements of the Balmer decrement (i.e.,
H↵/H�) and comparison between SFRs from H↵ and UV
have shown that the amount of dust attenuation for nebula
ELs are generally larger than one for the stellar component,
i.e., the factor, f , is smaller than one at a low redshift. Also,
f tends to be larger at higher redshift. An excellent summary
of recent such measurements in the literature is presented in
Table 3 in Puglisi et al. (2016): Calzetti et al. (1994) initiated

MNRAS 000, 1–15 (2019)

- Attempt to find an empirical mapping from continuum to ELs.  

 
- 0.5M galaxies w/ 31 bands (UV-NIR) to K<24.7 over 1.38deg2  

       in COSMOS2015 (Laigle+2016)  
  
- calibrate our model only with available spectrum dataset. 

   ⇨ LF is our prediction. c.f., Izquierdo-Villalba+(2019) 

   c.f. Jouvel+(2009), Valentino+(2017), Merson+(2017)…
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Simple Model to Galaxy SED “stellar continuum”

1. COSMOS EL

✦ Redo the SED fitting to the COSMOS2015 photometry  

   - stellar continuum 

       * SPS model templates  

       * Star Formation History (declining or delayed) & Age 
       * Metallicity, 0.5Zsun or Zsun  

       * dust reddening (two templates) 

 

   - photo-z: fixed with the values in  

Laigle+(2016)

Laigle+(2016)

Bruzual & Charlot (2003)

EL-COSMOS catalog 3

2.1 COSMOS2015 multi-band photometry

Laigle et al. (2016) provides the most updated photometry
catalog in the COSMOS field. 31 photometric bands nearly
uniformly cover a wide range of wavelength from near ultra-
violet (2000Å) to mid infrared (105Å). The COSMOS2015
catalog includes a homogeneous population of galaxies es-
sentially selected in near infrared (Ks  24.7 in ultra-deep
field).

In this paper we select 518404 objects over 1.38 deg2

(corresponding to AUVISTA &A!OPT &ACOSMOS in Table. 7
in Laigle et al. (2016)) which are classified as ‘galaxies’ in the
catalog. Note that, even though X-ray sources are removed
in this classification, optical active galactic nuclei (AGNs)
can be still included. We refer the interested reader to Laigle
et al. (2016) for further detail. Note that, as we will explain
later in Sec. 3, we do not use the derived quantities such as
the stellar mass and SFR in the publicly available catalog.

2.2 Spectroscopic measurement of emission line
fluxes

We make use of two spectroscopic measurements of emis-
sion line fluxes from the zCOSMOS-Bright (Lilly et al. 2007)
and the 3D-HST (Momcheva et al. 2016) surveys. The wave-
length coverage of zCOSMOS and 3D-HST is 5500 < � [Å] <
9600 and 11000 < � [Å] < 17000, respectively. This cor-
responds to z . 0.46 for H↵ and 0.47 . z . 1.57 for
[OII] in zCOSMOS, and to 0.67 . z . 1.59 for H↵ and
1.95 . z . 3.56 for [OII] in 3D-HST. Thus we can cover
a wide range of redshift targeted in aforementioned galaxy
redshift surveys. Note that, due to a poor spectral resolution
in these surveys, some broaden lines such as the [OII] dou-
blet and H↵+[NII] are not well resolved. In appendix A, we
show a comparison between photometric and spectroscopic
redshifts.

In the case of 3D-HST, we take the publicly avail-
able catalog of emission line measurements in the COSMOS
field1. We note that zbest in the 3D-HST catalog does not al-
ways correspond to the redshift spectroscopically confirmed
from emission lines (Momcheva et al. 2016). As a conse-
quence, the zbest distribution in the original catalog is wider
than the redshift ranges that ELs are measurable. We do
not adopt such suspicious objects, and make a sharp cut in
redshift, as shown in Figure. 1. We then match the objects
with those in the COSMOS2015 photometry catalog within
an angular radius of 0.3 arcsec. Since our prediction is based
on photometric redshift, we make a further cut in term of
photometric redshift even though spectroscopic redshift is
available.

We use the zCOSMOS catalog of emission line mea-
surements presented in Silverman et al. (2009) but extended
to the final zCOSMOS spectroscopic sample that contains
about 20k galaxies. We select the objects in the zCOS-
MOS catalog that match those in COSMOS2015 and that
have the most reliable flux measurements with zflag 2
[3.1, 3.4, 3.5, 4.1, 4.3, 4.4, 4.5, 9.3, 9.4, 9.5], following Lilly et al.
(2007). Also, we need to take into account the fact that there
could be a loss in measured EL fluxes due to a finite aperture

1 https://3dhst.research.yale.edu/Data.php

of a slit or a fiber. Such an aperture correction factor for each
emission line flux has been applied on object-by-object basis,
following the procedure of Lamareille et al. (2009). There are
two measurements of the aperture correction factors: Subaru
vs ACS. Since the majority of the matched objects possesses
the one from Subaru, we adopt the Subaru one when it is
available, the ACS one for others again when it is available,
and discard objects if none of two is available.

Since the COSMOS2015 photometry catalog must con-
tain galaxies whose emission line fluxes are lower than the
completeness limit in zCOSMOS and 3D-HST, we can study
the selection bias in our prediction. Here let us define a sim-
ple (but not exact) completeness limit in each flux mea-
surement for our convention purpose. Figure 2 plots the
histogram of the [OII] flux measurement from two surveys,
showing a clear declination towards lower flux due to its in-
completeness. A strict value of the completeness limit should
be evaluated with a reference complete sample which is not
always available. Nevertheless we here simply define a com-
pleteness limit from the histogram in Figure 2 as the point
where counts start to deviate from power law by a factor of
more than 50%. As shown by arrows in Figure 2, this defini-
tion gives the completeness limit as log10(F/erg s�1) = �15.8
and -16.5 for zCOSMOS and 3D-HST, respectively. Note
that, in the case of 3D-HST, our value is fully consistent
with the ⇠ 80% completeness limit from the H� measure-
ment in Zeimann et al. (2014) (see their Figure 2).

3 MODELING THE EMISSION LINE FLUX

3.1 Overview

Here we describe a way to model the galaxy spectrum in-
cluding the EL fluxes. First of all, we model the stellar con-
tinuum spectrum in exactly the same manner with one in
Ilbert et al. (2015); Laigle et al. (2016): we adopt templates
with the stellar population synthesis (SPS) model which in-
cludes a wide variety of synthetic galaxy spectra in Bruzual
& Charlot (2003, hereafter BC03). We further convolve the
SPS template with two kinds of star formation histories
(SFHs), either an exponentially declining SFH, e�t/⌧ , or a
delayed SFH, (t/⌧)2e�t/⌧ , where we consider the free param-
eters, the galaxy age within a range of 0.5-13.5 Gyr, t, and
SFH timescale, ⌧, within a range of 0.1-30 Gyr (Ilbert et al.
2010). In terms of reddening due to dust, we apply the ex-
tinction factor, 10�0.4k(�)Estar(B�V ) with two possible forms
of k(�), either a curve with slope of ��0.9 (Arnouts et al.
2013), or the starburst curve in Calzetti et al. (2000). The
color excess for the continuum, Estar(B�V), is a free parame-
ter and allowed to take values in a range of 0-0.7 with a step
size of 0.1. We also consider two cases of metallicities, Z�
and 0.5Z�. In summary, we have 12 (BC03 templates) ⇥43
(ages) ⇥12 (SFH and metallicities) ⇥ 2 ⇥ 8 (dust extinction)
= 99, 072 templates in modeling the stellar continuum.

In addition, we add to the BC03 spectra the contri-
bution of the star-forming nebular regions in term of the
continuum emission and discrete ELs (Schaerer & de Barros
2009). We first compute the number of Lyman continuum
of photons, QLyC, by integrating the luminosity of the BC03
spectra up to a given wavelength and dividing it by a corre-
sponding energy (e.g., 13.6eV, 24.59eV and 54.42eV for HI,

MNRAS 000, 1–17 (2019)
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from emission lines (Momcheva et al. 2016). As a conse-
quence, the zbest distribution in the original catalog is wider
than the redshift ranges that ELs are measurable. We do
not adopt such suspicious objects, and make a sharp cut in
redshift, as shown in Figure. 1. We then match the objects
with those in the COSMOS2015 photometry catalog within
an angular radius of 0.3 arcsec. Since our prediction is based
on photometric redshift, we make a further cut in term of
photometric redshift even though spectroscopic redshift is
available.
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surements presented in Silverman et al. (2009) but extended
to the final zCOSMOS spectroscopic sample that contains
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[3.1, 3.4, 3.5, 4.1, 4.3, 4.4, 4.5, 9.3, 9.4, 9.5], following Lilly et al.
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following the procedure of Lamareille et al. (2009). There are
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vs ACS. Since the majority of the matched objects possesses
the one from Subaru, we adopt the Subaru one when it is
available, the ACS one for others again when it is available,
and discard objects if none of two is available.

Since the COSMOS2015 photometry catalog must con-
tain galaxies whose emission line fluxes are lower than the
completeness limit in zCOSMOS and 3D-HST, we can study
the selection bias in our prediction. Here let us define a sim-
ple (but not exact) completeness limit in each flux mea-
surement for our convention purpose. Figure 2 plots the
histogram of the [OII] flux measurement from two surveys,
showing a clear declination towards lower flux due to its in-
completeness. A strict value of the completeness limit should
be evaluated with a reference complete sample which is not
always available. Nevertheless we here simply define a com-
pleteness limit from the histogram in Figure 2 as the point
where counts start to deviate from power law by a factor of
more than 50%. As shown by arrows in Figure 2, this defini-
tion gives the completeness limit as log10(F/erg s�1) = �15.8
and -16.5 for zCOSMOS and 3D-HST, respectively. Note
that, in the case of 3D-HST, our value is fully consistent
with the ⇠ 80% completeness limit from the H� measure-
ment in Zeimann et al. (2014) (see their Figure 2).

3 MODELING THE EMISSION LINE FLUX

3.1 Overview

Here we describe a way to model the galaxy spectrum in-
cluding the EL fluxes. First of all, we model the stellar con-
tinuum spectrum in exactly the same manner with one in
Ilbert et al. (2015); Laigle et al. (2016): we adopt templates
with the stellar population synthesis (SPS) model which in-
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2010). In terms of reddening due to dust, we apply the ex-
tinction factor, 10�0.4k(�)Estar(B�V ) with two possible forms
of k(�), either a curve with slope of ��0.9 (Arnouts et al.
2013), or the starburst curve in Calzetti et al. (2000). The
color excess for the continuum, Estar(B�V), is a free parame-
ter and allowed to take values in a range of 0-0.7 with a step
size of 0.1. We also consider two cases of metallicities, Z�
and 0.5Z�. In summary, we have 12 (BC03 templates) ⇥43
(ages) ⇥12 (SFH and metallicities) ⇥ 2 ⇥ 8 (dust extinction)
= 99, 072 templates in modeling the stellar continuum.

In addition, we add to the BC03 spectra the contri-
bution of the star-forming nebular regions in term of the
continuum emission and discrete ELs (Schaerer & de Barros
2009). We first compute the number of Lyman continuum
of photons, QLyC, by integrating the luminosity of the BC03
spectra up to a given wavelength and dividing it by a corre-
sponding energy (e.g., 13.6eV, 24.59eV and 54.42eV for HI,
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(ages) ⇥12 (SFH and metallicities) ⇥ 2 ⇥ 8 (dust extinction)
= 99, 072 templates in modeling the stellar continuum.

In addition, we add to the BC03 spectra the contri-
bution of the star-forming nebular regions in term of the
continuum emission and discrete ELs (Schaerer & de Barros
2009). We first compute the number of Lyman continuum
of photons, QLyC, by integrating the luminosity of the BC03
spectra up to a given wavelength and dividing it by a corre-
sponding energy (e.g., 13.6eV, 24.59eV and 54.42eV for HI,
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Simple Model to Galaxy SED “Emission Line”

1. COSMOS EL

Schaerer & Vacca (1998)

✦ SED fitting to the COSMOS2015 photometry 
   - Emission Lines from star-forming nebulae  
    * compute LyC photons from HI, HeI and HeII by integrating BC03  
 
 
    * specifically derive Hβ luminosity 
 
 
    * fix the line ratio to convert to [OII]/Hβ=3, Hα/Hβ=2.9  
      or exceptionally make it free for [OIII]  
 
    * additional dust attenuation 
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In addition, we add to the BC03 spectra the contri-
bution of the star-forming nebular regions in term of the
continuum emission and discrete ELs (Schaerer & de Barros
2009). We first compute the number of Lyman continuum
of photons, QLyC, by integrating the luminosity of the BC03
spectra up to a given wavelength and dividing it by a corre-
sponding energy (e.g., 13.6eV, 24.59eV and 54.42eV for HI,
HeI, and HeII, respectively). Following Schaerer & Vacca
(1998), we then convert it to the monochromatic luminosity
of the nebular gas as

L� =
hc

�

↵�(Te)
↵B(Te)

f� QLyC, (1)

where, for simplicity, we assume that the emitting gas has an
electron temperature of Te = 104 K and an electron density
of ne = 100 cm�3 where the case B recombination coe�cient
for hydrogen is given by ↵B = 2.59⇥10�13 cm3s�1. f� denotes
the fraction of ionizing photons absorbed by the gas which
we assume all ionizing photons are absorbed, i.e., f� = 1. To
compute the nebular continuum, we compute the continuum
coe�cient, ↵�, by further assuming that n(HeII)/n(HI) = 0.1
and n(HeIII)/n(HI) = 0 and accounting for free-free and free-
bound emission by hydrogen and neutral helium as well
as the two-photon continuum of hydrogen (Krueger et al.
1995). To compute the discrete ELs, we specifically derive
the H� luminosity (Krueger et al. 1995; Osterbrock & Fer-
land 2006):

LH� = 4.78 ⇥ 10�13
f� QLyC. (2)

We compute luminosity for other lines by simply assuming
the line ratios for a metallicity of Z > 0.2Z� from Table 1 in
Anders & Fritze-v. Alvensleben (2003) for the non-hydrogen
lines and Table 4.2 in Osterbrock & Ferland (2006) for the
hydrogen ones. Note that two cases of metallicities, Z� and
0.5Z�, which we consider here lie within the range of Z >
0.2Z�. We then add the ELs to the continuum assuming a
Gaussian shape with a rotational velocity of Vrot = 200km/s,
and an average inclination of < sin i >= 0.5.
SS19: Shall we show a bunch of values of necessary line ratios
in Appendix?

We account for the fact that the amount of dust at-
tenuation for the ELs from nebula regions can be di↵erent
from one for the stellar continuum. We simply adopt the
exactly same extinction curve in the stellar continuum, but
parametrize the color excess for the ELs by a factor of f :

Eneb(B � V) = Estar(B � V)
f

. (3)

In general, the measurements of the Balmer decrement (i.e.,
H↵/H�) and comparison between SFRs from H↵ and UV
have shown that the amount of dust attenuation for nebula
ELs are generally larger than one for the stellar component,
i.e., the factor, f , is smaller than 1 at a low redshift. Also, f

tends to be larger at higher redshift. An excellent summary
of such measurements in the literature is presented in Table
3 in Puglisi et al. (2016): Calzetti et al. (1994) initiated such
an e↵ort, finding that f (z = 0) = 0.44±0.03 at z = 0 (Calzetti
et al. 2000, see also). Also, Kashino et al. (2013) and Price
et al. (2014) reported 0.69-0.83 and 0.55 ± 0.16 at z ⇠ 1.4,
respectively. Even at higher redshift, 1.5 < z < 2.6, Reddy

et al. (2010) found that f is consistent with 1 for their sam-
ple of Lyman Break Galaxies. McLure et al. (2018) adopted
f = 0.76 to extrapolate the relation between UV attenuation
and stellar mass for the z ⇠ 1.4 galaxies in Kashino et al.
(2013), finding that both the z ⇠ 1.4 galaxies and z ⇠ 2.5
galaxies in their ALMA observation seem to follow the dust
extinction law in Calzetti et al. (1994). Thus, detailed depen-
dence of the dust attenuation in nebular regions on galaxy
properties is still open to debate. Nevertheless, we will in-
clude the redshift dependence, f (z), in an empirical manner
as we will explain in section 3.3.
OI20: Maybe we can conclude with one sentence saying that
we included a redshift dependency as explain in section 3.3.
->SS: How about this?

Finally, the total galaxy spectrum is redshifted and
dimmed by the luminosity distance where we adopt a photo-
metric redshift in Laigle et al. (2016). Namely, we ignore the
impact of our EL model on determination of a photometric
redshift.

3.2 The specific case of [OIII]

OI21: Not sure yet that we need a specific section, but I
write what we did anyway. text done quickly. to be modified.

We first predict the [OIII] flux as described in 3.1. How-
ever, the comparison between the [OIII] predicted and di-
rectly measured in spectra showed averaged di↵erences by
more than a factor X. Therefore, we adopted a specific treat-
ment for the [OIII] EL.

We allow the [OIII] EL flux to be rescaled by a free fac-
tor among 0.25, 0.5, 1, 2, 4. Therefore, predicted magnitudes
obtained with BC03 templates include these 5 di↵erent con-
figurations for the [OIII] line fluxes. We take as [OIII] EL
flux the one producing the better fit of the photometric data.

As we will show in the next section, such procedure
improve significantly the quality of our results, specially in
the redshift range where [OIII] is falling within the medium
band coverage.

3.3 Calibration: intrinsic EL luminosity and dust
attenuation

To understand the calibration of the model necessary to
match the observed EL fluxes, we examine two main com-
ponents in our empirical modeling, i.e., the intrinsic EL lu-
minosity and the dust attenuation.

It is not practical to check if our modeling of the in-
trinsic EL luminosity works well, simply because the intrin-
sic ELs are not directly observable. Here we take a slightly
di↵erent route to examine the plausibility of our modeling.
Among the ELs, H↵ is regarded as a reliable measure of the
SFR, and the tight correlation between the SFR and the in-
trinsic (i.e., dust corrected) H↵ luminosity has been indeed
found in the literature (see e.g., Kennicutt 1998a,b). In Fig-
ure 4, we compare the relation between our prediction of
the intrinsic H↵ luminosity and the derived SFR with the
calibrated relation in the local galaxies (Kennicutt & Evans
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In addition, we add to the BC03 spectra the contri-
bution of the star-forming nebular regions in term of the
continuum emission and discrete ELs (Schaerer & de Barros
2009). We first compute the number of Lyman continuum
of photons, QLyC, by integrating the luminosity of the BC03
spectra up to a given wavelength and dividing it by a corre-
sponding energy (e.g., 13.6eV, 24.59eV and 54.42eV for HI,
HeI, and HeII, respectively). Following Schaerer & Vacca
(1998), we then convert it to the monochromatic luminosity
of the nebular gas as

L� =
hc

�

↵�(Te)
↵B(Te)

f� QLyC, (1)

where, for simplicity, we assume that the emitting gas has an
electron temperature of Te = 104 K and an electron density
of ne = 100 cm�3 where the case B recombination coe�cient
for hydrogen is given by ↵B = 2.59⇥10�13 cm3s�1. f� denotes
the fraction of ionizing photons absorbed by the gas which
we assume all ionizing photons are absorbed, i.e., f� = 1. To
compute the nebular continuum, we compute the continuum
coe�cient, ↵�, by further assuming that n(HeII)/n(HI) = 0.1
and n(HeIII)/n(HI) = 0 and accounting for free-free and free-
bound emission by hydrogen and neutral helium as well
as the two-photon continuum of hydrogen (Krueger et al.
1995). To compute the discrete ELs, we specifically derive
the H� luminosity (Krueger et al. 1995; Osterbrock & Fer-
land 2006):

LH� = 4.78 ⇥ 10�13
f� QLyC. (2)

We compute luminosity for other lines by simply assuming
the line ratios for a metallicity of Z > 0.2Z� from Table 1 in
Anders & Fritze-v. Alvensleben (2003) for the non-hydrogen
lines and Table 4.2 in Osterbrock & Ferland (2006) for the
hydrogen ones. Note that two cases of metallicities, Z� and
0.5Z�, which we consider here lie within the range of Z >
0.2Z�. We then add the ELs to the continuum assuming a
Gaussian shape with a rotational velocity of Vrot = 200km/s,
and an average inclination of < sin i >= 0.5.
SS19: Shall we show a bunch of values of necessary line ratios
in Appendix?

We account for the fact that the amount of dust at-
tenuation for the ELs from nebula regions can be di↵erent
from one for the stellar continuum. We simply adopt the
exactly same extinction curve in the stellar continuum, but
parametrize the color excess for the ELs by a factor of f :

Eneb(B � V) = Estar(B � V)
f

. (3)

In general, the measurements of the Balmer decrement (i.e.,
H↵/H�) and comparison between SFRs from H↵ and UV
have shown that the amount of dust attenuation for nebula
ELs are generally larger than one for the stellar component,
i.e., the factor, f , is smaller than 1 at a low redshift. Also, f

tends to be larger at higher redshift. An excellent summary
of such measurements in the literature is presented in Table
3 in Puglisi et al. (2016): Calzetti et al. (1994) initiated such
an e↵ort, finding that f (z = 0) = 0.44±0.03 at z = 0 (Calzetti
et al. 2000, see also). Also, Kashino et al. (2013) and Price
et al. (2014) reported 0.69-0.83 and 0.55 ± 0.16 at z ⇠ 1.4,
respectively. Even at higher redshift, 1.5 < z < 2.6, Reddy

et al. (2010) found that f is consistent with 1 for their sam-
ple of Lyman Break Galaxies. McLure et al. (2018) adopted
f = 0.76 to extrapolate the relation between UV attenuation
and stellar mass for the z ⇠ 1.4 galaxies in Kashino et al.
(2013), finding that both the z ⇠ 1.4 galaxies and z ⇠ 2.5
galaxies in their ALMA observation seem to follow the dust
extinction law in Calzetti et al. (1994). Thus, detailed depen-
dence of the dust attenuation in nebular regions on galaxy
properties is still open to debate. Nevertheless, we will in-
clude the redshift dependence, f (z), in an empirical manner
as we will explain in section 3.3.
OI20: Maybe we can conclude with one sentence saying that
we included a redshift dependency as explain in section 3.3.
->SS: How about this?

Finally, the total galaxy spectrum is redshifted and
dimmed by the luminosity distance where we adopt a photo-
metric redshift in Laigle et al. (2016). Namely, we ignore the
impact of our EL model on determination of a photometric
redshift.

3.2 The specific case of [OIII]

OI21: Not sure yet that we need a specific section, but I
write what we did anyway. text done quickly. to be modified.

We first predict the [OIII] flux as described in 3.1. How-
ever, the comparison between the [OIII] predicted and di-
rectly measured in spectra showed averaged di↵erences by
more than a factor X. Therefore, we adopted a specific treat-
ment for the [OIII] EL.

We allow the [OIII] EL flux to be rescaled by a free fac-
tor among 0.25, 0.5, 1, 2, 4. Therefore, predicted magnitudes
obtained with BC03 templates include these 5 di↵erent con-
figurations for the [OIII] line fluxes. We take as [OIII] EL
flux the one producing the better fit of the photometric data.

As we will show in the next section, such procedure
improve significantly the quality of our results, specially in
the redshift range where [OIII] is falling within the medium
band coverage.

3.3 Calibration: intrinsic EL luminosity and dust
attenuation

To understand the calibration of the model necessary to
match the observed EL fluxes, we examine two main com-
ponents in our empirical modeling, i.e., the intrinsic EL lu-
minosity and the dust attenuation.

It is not practical to check if our modeling of the in-
trinsic EL luminosity works well, simply because the intrin-
sic ELs are not directly observable. Here we take a slightly
di↵erent route to examine the plausibility of our modeling.
Among the ELs, H↵ is regarded as a reliable measure of the
SFR, and the tight correlation between the SFR and the in-
trinsic (i.e., dust corrected) H↵ luminosity has been indeed
found in the literature (see e.g., Kennicutt 1998a,b). In Fig-
ure 4, we compare the relation between our prediction of
the intrinsic H↵ luminosity and the derived SFR with the
calibrated relation in the local galaxies (Kennicutt & Evans
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In addition, we add to the BC03 spectra the contri-
bution of the star-forming nebular regions in term of the
continuum emission and discrete ELs (Schaerer & de Barros
2009). We first compute the number of Lyman continuum
of photons, QLyC, by integrating the luminosity of the BC03
spectra up to a given wavelength and dividing it by a corre-
sponding energy (e.g., 13.6eV, 24.59eV and 54.42eV for HI,
HeI, and HeII, respectively). Following Schaerer & Vacca
(1998), we then convert it to the monochromatic luminosity
of the nebular gas as

L� =
hc

�

↵�(Te)
↵B(Te)

f� QLyC, (1)

where, for simplicity, we assume that the emitting gas has an
electron temperature of Te = 104 K and an electron density
of ne = 100 cm�3 where the case B recombination coe�cient
for hydrogen is given by ↵B = 2.59⇥10�13 cm3s�1. f� denotes
the fraction of ionizing photons absorbed by the gas which
we assume all ionizing photons are absorbed, i.e., f� = 1. To
compute the nebular continuum, we compute the continuum
coe�cient, ↵�, by further assuming that n(HeII)/n(HI) = 0.1
and n(HeIII)/n(HI) = 0 and accounting for free-free and free-
bound emission by hydrogen and neutral helium as well
as the two-photon continuum of hydrogen (Krueger et al.
1995). To compute the discrete ELs, we specifically derive
the H� luminosity (Krueger et al. 1995; Osterbrock & Fer-
land 2006):

LH� = 4.78 ⇥ 10�13
f� QLyC. (2)

We compute luminosity for other lines by simply assuming
the line ratios for a metallicity of Z > 0.2Z� from Table 1 in
Anders & Fritze-v. Alvensleben (2003) for the non-hydrogen
lines and Table 4.2 in Osterbrock & Ferland (2006) for the
hydrogen ones. Note that two cases of metallicities, Z� and
0.5Z�, which we consider here lie within the range of Z >
0.2Z�. We then add the ELs to the continuum assuming a
Gaussian shape with a rotational velocity of Vrot = 200km/s,
and an average inclination of < sin i >= 0.5.
SS19: Shall we show a bunch of values of necessary line ratios
in Appendix?

We account for the fact that the amount of dust at-
tenuation for the ELs from nebula regions can be di↵erent
from one for the stellar continuum. We simply adopt the
exactly same extinction curve in the stellar continuum, but
parametrize the color excess for the ELs by a factor of f :

Eneb(B � V) = Estar(B � V)
f

. (3)

In general, the measurements of the Balmer decrement (i.e.,
H↵/H�) and comparison between SFRs from H↵ and UV
have shown that the amount of dust attenuation for nebula
ELs are generally larger than one for the stellar component,
i.e., the factor, f , is smaller than 1 at a low redshift. Also, f

tends to be larger at higher redshift. An excellent summary
of such measurements in the literature is presented in Table
3 in Puglisi et al. (2016): Calzetti et al. (1994) initiated such
an e↵ort, finding that f (z = 0) = 0.44±0.03 at z = 0 (Calzetti
et al. 2000, see also). Also, Kashino et al. (2013) and Price
et al. (2014) reported 0.69-0.83 and 0.55 ± 0.16 at z ⇠ 1.4,
respectively. Even at higher redshift, 1.5 < z < 2.6, Reddy

et al. (2010) found that f is consistent with 1 for their sam-
ple of Lyman Break Galaxies. McLure et al. (2018) adopted
f = 0.76 to extrapolate the relation between UV attenuation
and stellar mass for the z ⇠ 1.4 galaxies in Kashino et al.
(2013), finding that both the z ⇠ 1.4 galaxies and z ⇠ 2.5
galaxies in their ALMA observation seem to follow the dust
extinction law in Calzetti et al. (1994). Thus, detailed depen-
dence of the dust attenuation in nebular regions on galaxy
properties is still open to debate. Nevertheless, we will in-
clude the redshift dependence, f (z), in an empirical manner
as we will explain in section 3.3.
OI20: Maybe we can conclude with one sentence saying that
we included a redshift dependency as explain in section 3.3.
->SS: How about this?

Finally, the total galaxy spectrum is redshifted and
dimmed by the luminosity distance where we adopt a photo-
metric redshift in Laigle et al. (2016). Namely, we ignore the
impact of our EL model on determination of a photometric
redshift.

3.2 The specific case of [OIII]

OI21: Not sure yet that we need a specific section, but I
write what we did anyway. text done quickly. to be modified.

We first predict the [OIII] flux as described in 3.1. How-
ever, the comparison between the [OIII] predicted and di-
rectly measured in spectra showed averaged di↵erences by
more than a factor X. Therefore, we adopted a specific treat-
ment for the [OIII] EL.

We allow the [OIII] EL flux to be rescaled by a free fac-
tor among 0.25, 0.5, 1, 2, 4. Therefore, predicted magnitudes
obtained with BC03 templates include these 5 di↵erent con-
figurations for the [OIII] line fluxes. We take as [OIII] EL
flux the one producing the better fit of the photometric data.

As we will show in the next section, such procedure
improve significantly the quality of our results, specially in
the redshift range where [OIII] is falling within the medium
band coverage.

3.3 Calibration: intrinsic EL luminosity and dust
attenuation

To understand the calibration of the model necessary to
match the observed EL fluxes, we examine two main com-
ponents in our empirical modeling, i.e., the intrinsic EL lu-
minosity and the dust attenuation.

It is not practical to check if our modeling of the in-
trinsic EL luminosity works well, simply because the intrin-
sic ELs are not directly observable. Here we take a slightly
di↵erent route to examine the plausibility of our modeling.
Among the ELs, H↵ is regarded as a reliable measure of the
SFR, and the tight correlation between the SFR and the in-
trinsic (i.e., dust corrected) H↵ luminosity has been indeed
found in the literature (see e.g., Kennicutt 1998a,b). In Fig-
ure 4, we compare the relation between our prediction of
the intrinsic H↵ luminosity and the derived SFR with the
calibrated relation in the local galaxies (Kennicutt & Evans
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In addition, we add to the BC03 spectra the contri-
bution of the star-forming nebular regions in term of the
continuum emission and discrete ELs (Schaerer & de Barros
2009). We first compute the number of Lyman continuum
of photons, QLyC, by integrating the luminosity of the BC03
spectra up to a given wavelength and dividing it by a corre-
sponding energy (e.g., 13.6eV, 24.59eV and 54.42eV for HI,
HeI, and HeII, respectively). Following Schaerer & Vacca
(1998), we then convert it to the monochromatic luminosity
of the nebular gas as

L� =
hc

�

↵�(Te)
↵B(Te)

f� QLyC, (1)

where, for simplicity, we assume that the emitting gas has an
electron temperature of Te = 104 K and an electron density
of ne = 100 cm�3 where the case B recombination coe�cient
for hydrogen is given by ↵B = 2.59⇥10�13 cm3s�1. f� denotes
the fraction of ionizing photons absorbed by the gas which
we assume all ionizing photons are absorbed, i.e., f� = 1. To
compute the nebular continuum, we compute the continuum
coe�cient, ↵�, by further assuming that n(HeII)/n(HI) = 0.1
and n(HeIII)/n(HI) = 0 and accounting for free-free and free-
bound emission by hydrogen and neutral helium as well
as the two-photon continuum of hydrogen (Krueger et al.
1995). To compute the discrete ELs, we specifically derive
the H� luminosity (Krueger et al. 1995; Osterbrock & Fer-
land 2006):

LH� = 4.78 ⇥ 10�13
f� QLyC. (2)

We compute luminosity for other lines by simply assuming
the line ratios for a metallicity of Z > 0.2Z� from Table 1 in
Anders & Fritze-v. Alvensleben (2003) for the non-hydrogen
lines and Table 4.2 in Osterbrock & Ferland (2006) for the
hydrogen ones. Note that two cases of metallicities, Z� and
0.5Z�, which we consider here lie within the range of Z >
0.2Z�. We then add the ELs to the continuum assuming a
Gaussian shape with a rotational velocity of Vrot = 200km/s,
and an average inclination of < sin i >= 0.5.
SS19: Shall we show a bunch of values of necessary line ratios
in Appendix?

We account for the fact that the amount of dust at-
tenuation for the ELs from nebula regions can be di↵erent
from one for the stellar continuum. We simply adopt the
exactly same extinction curve in the stellar continuum, but
parametrize the color excess for the ELs by a factor of f :

Eneb(B � V) = Estar(B � V)
f

. (3)

In general, the measurements of the Balmer decrement (i.e.,
H↵/H�) and comparison between SFRs from H↵ and UV
have shown that the amount of dust attenuation for nebula
ELs are generally larger than one for the stellar component,
i.e., the factor, f , is smaller than 1 at a low redshift. Also, f

tends to be larger at higher redshift. An excellent summary
of such measurements in the literature is presented in Table
3 in Puglisi et al. (2016): Calzetti et al. (1994) initiated such
an e↵ort, finding that f (z = 0) = 0.44±0.03 at z = 0 (Calzetti
et al. 2000, see also). Also, Kashino et al. (2013) and Price
et al. (2014) reported 0.69-0.83 and 0.55 ± 0.16 at z ⇠ 1.4,
respectively. Even at higher redshift, 1.5 < z < 2.6, Reddy

et al. (2010) found that f is consistent with 1 for their sam-
ple of Lyman Break Galaxies. McLure et al. (2018) adopted
f = 0.76 to extrapolate the relation between UV attenuation
and stellar mass for the z ⇠ 1.4 galaxies in Kashino et al.
(2013), finding that both the z ⇠ 1.4 galaxies and z ⇠ 2.5
galaxies in their ALMA observation seem to follow the dust
extinction law in Calzetti et al. (1994). Thus, detailed depen-
dence of the dust attenuation in nebular regions on galaxy
properties is still open to debate. Nevertheless, we will in-
clude the redshift dependence, f (z), in an empirical manner
as we will explain in section 3.3.
OI20: Maybe we can conclude with one sentence saying that
we included a redshift dependency as explain in section 3.3.
->SS: How about this?

Finally, the total galaxy spectrum is redshifted and
dimmed by the luminosity distance where we adopt a photo-
metric redshift in Laigle et al. (2016). Namely, we ignore the
impact of our EL model on determination of a photometric
redshift.

3.2 The specific case of [OIII]

OI21: Not sure yet that we need a specific section, but I
write what we did anyway. text done quickly. to be modified.

We first predict the [OIII] flux as described in 3.1. How-
ever, the comparison between the [OIII] predicted and di-
rectly measured in spectra showed averaged di↵erences by
more than a factor X. Therefore, we adopted a specific treat-
ment for the [OIII] EL.

We allow the [OIII] EL flux to be rescaled by a free fac-
tor among 0.25, 0.5, 1, 2, 4. Therefore, predicted magnitudes
obtained with BC03 templates include these 5 di↵erent con-
figurations for the [OIII] line fluxes. We take as [OIII] EL
flux the one producing the better fit of the photometric data.

As we will show in the next section, such procedure
improve significantly the quality of our results, specially in
the redshift range where [OIII] is falling within the medium
band coverage.

3.3 Calibration: intrinsic EL luminosity and dust
attenuation

To understand the calibration of the model necessary to
match the observed EL fluxes, we examine two main com-
ponents in our empirical modeling, i.e., the intrinsic EL lu-
minosity and the dust attenuation.

It is not practical to check if our modeling of the in-
trinsic EL luminosity works well, simply because the intrin-
sic ELs are not directly observable. Here we take a slightly
di↵erent route to examine the plausibility of our modeling.
Among the ELs, H↵ is regarded as a reliable measure of the
SFR, and the tight correlation between the SFR and the in-
trinsic (i.e., dust corrected) H↵ luminosity has been indeed
found in the literature (see e.g., Kennicutt 1998a,b). In Fig-
ure 4, we compare the relation between our prediction of
the intrinsic H↵ luminosity and the derived SFR with the
calibrated relation in the local galaxies (Kennicutt & Evans
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In addition, we add to the BC03 spectra the contri-
bution of the star-forming nebular regions in term of the
continuum emission and discrete ELs (Schaerer & de Barros
2009). We first compute the number of Lyman continuum
of photons, QLyC, by integrating the luminosity of the BC03
spectra up to a given wavelength and dividing it by a corre-
sponding energy (e.g., 13.6eV, 24.59eV and 54.42eV for HI,
HeI, and HeII, respectively). Following Schaerer & Vacca
(1998), we then convert it to the monochromatic luminosity
of the nebular gas as

L� =
hc
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↵�(Te)
↵B(Te)

f� QLyC, (1)

where, for simplicity, we assume that the emitting gas has an
electron temperature of Te = 104 K and an electron density
of ne = 100 cm�3 where the case B recombination coe�cient
for hydrogen is given by ↵B = 2.59⇥10�13 cm3s�1. f� denotes
the fraction of ionizing photons absorbed by the gas which
we assume all ionizing photons are absorbed, i.e., f� = 1. To
compute the nebular continuum, we compute the continuum
coe�cient, ↵�, by further assuming that n(HeII)/n(HI) = 0.1
and n(HeIII)/n(HI) = 0 and accounting for free-free and free-
bound emission by hydrogen and neutral helium as well
as the two-photon continuum of hydrogen (Krueger et al.
1995). To compute the discrete ELs, we specifically derive
the H� luminosity (Krueger et al. 1995; Osterbrock & Fer-
land 2006):

LH� = 4.78 ⇥ 10�13
f� QLyC. (2)

We compute luminosity for other lines by simply assuming
the line ratios for a metallicity of Z > 0.2Z� from Table 1 in
Anders & Fritze-v. Alvensleben (2003) for the non-hydrogen
lines and Table 4.2 in Osterbrock & Ferland (2006) for the
hydrogen ones. Note that two cases of metallicities, Z� and
0.5Z�, which we consider here lie within the range of Z >
0.2Z�. We then add the ELs to the continuum assuming a
Gaussian shape with a rotational velocity of Vrot = 200km/s,
and an average inclination of < sin i >= 0.5.
SS19: Shall we show a bunch of values of necessary line ratios
in Appendix?

We account for the fact that the amount of dust at-
tenuation for the ELs from nebula regions can be di↵erent
from one for the stellar continuum. We simply adopt the
exactly same extinction curve in the stellar continuum, but
parametrize the color excess for the ELs by a factor of f :

Eneb(B � V) = Estar(B � V)
f

. (3)

In general, the measurements of the Balmer decrement (i.e.,
H↵/H�) and comparison between SFRs from H↵ and UV
have shown that the amount of dust attenuation for nebula
ELs are generally larger than one for the stellar component,
i.e., the factor, f , is smaller than 1 at a low redshift. Also, f

tends to be larger at higher redshift. An excellent summary
of such measurements in the literature is presented in Table
3 in Puglisi et al. (2016): Calzetti et al. (1994) initiated such
an e↵ort, finding that f (z = 0) = 0.44±0.03 at z = 0 (Calzetti
et al. 2000, see also). Also, Kashino et al. (2013) and Price
et al. (2014) reported 0.69-0.83 and 0.55 ± 0.16 at z ⇠ 1.4,
respectively. Even at higher redshift, 1.5 < z < 2.6, Reddy

et al. (2010) found that f is consistent with 1 for their sam-
ple of Lyman Break Galaxies. McLure et al. (2018) adopted
f = 0.76 to extrapolate the relation between UV attenuation
and stellar mass for the z ⇠ 1.4 galaxies in Kashino et al.
(2013), finding that both the z ⇠ 1.4 galaxies and z ⇠ 2.5
galaxies in their ALMA observation seem to follow the dust
extinction law in Calzetti et al. (1994). Thus, detailed depen-
dence of the dust attenuation in nebular regions on galaxy
properties is still open to debate. Nevertheless, we will in-
clude the redshift dependence, f (z), in an empirical manner
as we will explain in section 3.3.
OI20: Maybe we can conclude with one sentence saying that
we included a redshift dependency as explain in section 3.3.
->SS: How about this?

Finally, the total galaxy spectrum is redshifted and
dimmed by the luminosity distance where we adopt a photo-
metric redshift in Laigle et al. (2016). Namely, we ignore the
impact of our EL model on determination of a photometric
redshift.

3.2 The specific case of [OIII]

OI21: Not sure yet that we need a specific section, but I
write what we did anyway. text done quickly. to be modified.

We first predict the [OIII] flux as described in 3.1. How-
ever, the comparison between the [OIII] predicted and di-
rectly measured in spectra showed averaged di↵erences by
more than a factor X. Therefore, we adopted a specific treat-
ment for the [OIII] EL.

We allow the [OIII] EL flux to be rescaled by a free fac-
tor among 0.25, 0.5, 1, 2, 4. Therefore, predicted magnitudes
obtained with BC03 templates include these 5 di↵erent con-
figurations for the [OIII] line fluxes. We take as [OIII] EL
flux the one producing the better fit of the photometric data.

As we will show in the next section, such procedure
improve significantly the quality of our results, specially in
the redshift range where [OIII] is falling within the medium
band coverage.

3.3 Calibration: intrinsic EL luminosity and dust
attenuation

To understand the calibration of the model necessary to
match the observed EL fluxes, we examine two main com-
ponents in our empirical modeling, i.e., the intrinsic EL lu-
minosity and the dust attenuation.

It is not practical to check if our modeling of the in-
trinsic EL luminosity works well, simply because the intrin-
sic ELs are not directly observable. Here we take a slightly
di↵erent route to examine the plausibility of our modeling.
Among the ELs, H↵ is regarded as a reliable measure of the
SFR, and the tight correlation between the SFR and the in-
trinsic (i.e., dust corrected) H↵ luminosity has been indeed
found in the literature (see e.g., Kennicutt 1998a,b). In Fig-
ure 4, we compare the relation between our prediction of
the intrinsic H↵ luminosity and the derived SFR with the
calibrated relation in the local galaxies (Kennicutt & Evans
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Figure 2. The flux incompleteness of zCOSMOS (left) and 3D-HST (right). We quote the flux completeness simply from the histogram
of the [OII] flux measurements: log10(F/erg s�1) = �15.8 and -16.5 for zCOSMOS and 3D-HST, respectively, as indicated by arrows.

Figure 3. The intrinsic H↵ luminosity in our fiducial model (pre-
sented in section 3.3) in light of the Kennicutt calibration (dashed
line, Kennicutt & Evans 2012). We show the mean and standard
deviation of our prediction in COSMOS2015 (black points with
error bars). Just for reference, galaxy number densities in each
SFR and the H↵ luminosity is color coded as indicated by the
color bar. Our intrinsic H↵ luminosity prediction is in an excel-
lent agreement with the Kennicutt calibration.

impact of our EL model on determination of a photometric
redshift.

3.2 Calibration: intrinsic EL luminosity and dust
attenuation

To understand the calibration of the model necessary to
match the observed EL fluxes, we examine two main com-
ponents in our empirical modeling, i.e., the intrinsic EL lu-
minosity and the dust attenuation.

It is not practical to check if our modeling of the in-
trinsic EL luminosity works well, simply because the intrin-
sic ELs are not directly observable. Here we take a slightly
di↵erent route to examine the plausibility of our modeling.
Among the ELs, H↵ is regarded as a reliable measure of the
SFR, and the tight correlation between the SFR and the in-
trinsic (i.e., dust corrected) H↵ luminosity has been indeed
found in the literature (see e.g., Kennicutt 1998a,b). In Fig-

ure 3, we compare the relation between our prediction of
the intrinsic H↵ luminosity and the derived SFR with the
calibrated relation in the local galaxies (Kennicutt & Evans
2012):

log10(Lint
H↵/erg s�1) = 41.92 + log10(SFR/M� yr�1). (4)

Note that we include a factor of log10(0.63) to account for the
fact that we use the Chabrier IMF rather than the Salpeter
one (Madau & Dickinson 2014). Here we adopt the fitting
result with our fiducial model (described in Section 3.3),
but we have checked that the mean relation is not drasti-
cally a↵ected by the di↵erent model choice. The SFR in our
COSMOS2015 galaxies is directly encoded in the best-fit
template. It is clear in Figure 3 that our mean prediction
of the H↵ intrinsic luminosity is fully consistent with the
Kennicutt calibration within 1�.

The Kennicutt calibration has been often adopted in
the related works; J09 predicted the intrinsic [OII] luminos-
ity by converting the SFR with the relation in Kennicutt
(1998b), and computed other ELs with fixed line ratios. We
caution that Kennicutt (1998b) corrected the dust attenua-
tion only at the wavelength of H↵ and hence their calibration
tends to overestimate the intrinsic [OII] luminosity. Also,
Valentino et al. (2017) adopted the relation between H↵
and the SFR in Kennicutt (1998b), and computed other ELs
with fixed line ratios, e.g., [OII]/H↵ = 1. Similarly, Kashino
et al. (2018) predict the H↵ flux with the calibration in Ken-
nicutt (1998b) and compared their prediction with the H↵
measurement in their FMOS sample at z ⇠ 1.5

There are obvious advantages in our modeling; First,
our model of the intrinsic EL luminosity does not rely on the
SFR. The SED template-fitting does not necessarily provide
an consistent value with observed SFR (Laigle et al. 2016,
2019). Secondly, since we do not force the mean relation in
the Kennicutt calibration, our model naturally includes scat-
ter at a fixed SFR. Nonetheless, we stress that the scatter in
Figure 3 includes contributions from both intrinsic scatter
and modeling error due to the SED fitting to COSMOS2015.
We thus argue that our modeling of the intrinsic EL luminos-
ity well captures the overall trend in the Kennicutt calibra-
tion and hence further improvement is not strongly required,
although it is possible to solve the detailed ISM structure in
a physically well-motivated manner (see e.g., Merson et al.
2017).

MNRAS 000, 1–17 (2019)
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Figure 4. The performance of the simplest model when we fix the value of dust attenuation factor, f = 1 (circle data points with solid
line). The upper panels show the zCOSMOS results for [OII] (left) and H↵ (right), while the bottom panels show the 3D-HST ones in
the same manner. The results with all galaxies for a given sample are shown with the black circles with error bars, while the ones for
the subsample binned with the color excess, Estar(B �V ), are shown with di↵erent colors. Note that all the plots are made with a binning
size of � log10 F

obs = 0.2 for a fair comparison, and the sample size in each bin is explicitly written. We also show the case with f = 0.44
only for the mean (square data points with dashed line). The arrows indicate the rough flux limits in Figure .2.

Next let us examine the impact of the dust attenua-
tion with the simplest model with f = 1, i.e., Eneb(B � V) =
Estar(B � V). Figure 4 shows the comparison between our
model prediction with f = 1 and the observed flux. We plot
the mean and the standard deviation from available samples
with black open circles with error bars. Note that the stan-
dard deviation here includes a statistical uncertainty associ-
ated with the sample size (indicated in a bracket in a legend)
as well as an intrinsic scatter which encodes the uncertainty
in the SED fitting. Also, in the case of the high-z [OII] sam-
ples in 3D-HST, we restrict ourselves to galaxies whose red-
shifts are obtained from 3D-HST spectrum (z_best_s==2)
and relatively close to photometric ones in COSMOS2015 as
|zspec � zphoto | < 0.2.

In general, it is clear that the f = 1 model tends to
overestimate the EL fluxes. In addition, we confirm apparent
trends by further comparing two panels of interest: first at
fixed line fluxes, both for [OII] (left panels) and H↵ (right
panels), the f = 1 model more overpredicts the EL fluxes
at lower redshift. For instance, at log10(Fobs

OII /erg s�1 cm�2) =
�15.8, Fmodel

OII /Fobs
OII = 1.73± 0.82 for zCOSMOS at 0.48 < z <

1.54. Secondly, at a similar redshift, the f = 1 model tends to
overestimate the EL fluxes at a shorter wavelength. At z ⇠ 1,
zCOSMOS [OII] gives as large as Fmodel

OII /Fobs
OII = 1.73 in the

flux-complete range, while 3D-HST H↵ gives Fmodel
H↵ /Fobs

H↵ =

1.26.
In Figure 4, we also show the results with f = 0.44

(square points with dashed curves) which is consistent with
the measurement of the dust attenuation at z = 0 in Calzetti
et al. (1994). It is apparent that the model with f = 0.44
attenuates the EL fluxes too aggressively and generally
underpredicts the EL fluxes except for zCOSMOS H↵ at
0 < z < 0.46. For zCOSMOS H↵, the small di↵erence be-
tween f = 0.44 and f = 1 cases implies that modeling the
dust attenuation in star-forming nebulae is not so important
to predict H↵ at z ⇠ 0.

To reconcile these trends in the simplest f = 1 and
f = 0.44 models, we argue that the redshift-dependent factor
in the dust attenuation parameter, i.e., f (z) in Eq. (3) can be
a reasonable candidate. To confirm this further, we divide
the predictions of the f = 1 model into ones binned with
the Estar(B � V) values in Figure 4. Solid lines with di↵erent
colors correspond to di↵erent values of Estar(B � V). Note
that, since the color excess is not so well constrained, we
choose the grid of the color excess parameter with �Estar(B�
V) = 0.1, following Laigle et al. (2016). Although statistically
insignificant, the predictions for galaxies with larger Estar(B�
V) tend to systematically more overestimate the EL fluxes.

A complication here is that the amount of the dust at-
tenuation necessary to match the observed EL fluxes cannot
be directly read from Figure 4. One should keep in mind that
we simultaneously fit the model with ELs to the multi-band
photometry. Therefore, the resultant values of the SED fit-
ting such as the stellar mass and the color excess are also

MNRAS 000, 1–17 (2019)
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f(z) = 0.44 + 0.2z
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Figure 6. The performance of our fiducial model with f (z) = 0.44 + 0.2z. The structure of the figure is similar to Figure 4, except that
we now use all galaxies at 1.95 < zbest < 3.56 for the 3D-HST [OII] case (bottom left panel). For reference, we also show the result for the
restricted sample (z_best_s==2 and |�z | = |zbest � zphoto | < 0.2) as we did in Figure 4 (cyan points with a dashed line).

Figure 7. The impact of the modeling uncertainty on the mean
of Fmodel/Fobs. The black solid curve is exactly the same with the
zCOSMOS H↵ result in Figure 5. In contrast, we obtain the cyan
curve by measuring the mean from random variables as Fmodel
which follow a normal distribution, N(µ, �), with µ = Fobs and
� = �(Fmodel) but by limiting to Fmodel > 0.

intermediate wavelength ranges of the photometry, we redo
our fitting by letting the line ratio, [OIII]/H�, be completely
free, as we described above. This result is also shown with

black solid lines in Figure 9 where we do confirm a drastic
improvement in this comparison. Interestingly, however, we
find that this result tends to recover the trend of the increas-
ing line ratio at high redshift, as we show in Figure 10. It is
not surprising to obtain such a large uncertainty, since our
fitting relies only on photometric data.

4 H↵ AND [OII] LUMINOSITY FUNCTIONS

The catalog of estimated emission-line fluxes for COS-
MOS2015 galaxies uniquely allows us to study emission-line
luminosity functions over a contiguous area of 1.38 deg2 and
up to redshifts of z = 2.5. In this section we present the
measurements and modelling of the H↵ and [OII] luminos-
ity functions at di↵erent redshifts in the range 0.3 < z < 2.5.

4.1 Estimation of the luminosity function

Accurate estimation of the luminosity function at di↵erent
redshifts necessitate accounting for individual galaxy lumi-
nosity and redshift uncertainties, particularly when those
quantities are based on photometric information. The pho-
tometric redshift uncertainty a↵ects the estimation of the
luminosity at a given flux, when fluxes are converted to

MNRAS 000, 1–17 (2019)
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Figure 11. Joint probability distribution of H↵ luminosity er-
ror and true luminosity in the spectroscopic samples zCOSMOS-
Bright and 3DHST. The various panels correspond to di↵erent
spectroscopic redshift intervals. The colours scheme from yellow
to black encodes the level of probability with arbitrary normalisa-
tion. The squares show the two-dimensional histogram of the data
and the contours correspond to the best-fitting Gaussian mixture
model. The colours scale similarly for both case.

4.3 Measurements of the H↵ and [OII] galaxy
luminosity functions

We measure the H↵ luminosity function in five redshift in-
tervals: 0.3 < z < 0.6, 0.6 < z < 0.9, 0.9 < z < 1.25,
1.25 < z < 1.6, and 1.6 < z < 2. Those measurements are
shown in Fig. 13. Error bars include both Poisson and sam-
ple variance error and the two contributions are summed
up in quadrature. The sample variance contribution in each
redshift interval is estimated by using the method of Moster
et al. (2011) and assuming a Planck 2015 matter power spec-
trum and the galaxy linear biases given in Orsi et al. (2014).

Figure 12. Same as Fig. 11 but for the case of [OII].

SS4: Did you include o↵-diagonal component of the co-
varaince matrix from the sample variance as Smith(2012)?
SdlT -> No

We define conservative completeness limit for each redshift
interval at faint luminosities. These are log(Llim/ergs�1) =
(40, 41.1, 41.5, 42, 42.3) respectively for the di↵erent redshift
intervals.
SS5: I should comment on some connection with Figure 2. It
does not look consistent especially in 3D-HST. Do you know
why?

It is clear from Figure 13 that our data are mostly sen-
sitive to the bright end of the luminosity function, except
in the low-redshift interval at 0.3 < z < 0.6. In the case of
[OII], we restrict the analysis to the three redshift intervals:
0.3 < z < 0.6, 0.6 < z < 0.9, and 2 < z < 2.5, where the
luminosity error modelling can be performed. We adopt the
completeness limits of log(Llim/ergs�1) = (41, 41, 41.8) respec-
tively for the 0.3 < z < 0.6, 0.6 < z < 0.9, and 2 < z < 2.5
intervals. The [OII] luminosity function measurements are
presented in Figure 15.

Now, let us model the observed luminosity functions
with a time-evolving empirical model, including the e↵ect
of luminosity errors originated from flux modelling. We as-
sume a Schechter (1976) function with varying �⇤ and L⇤
with redshift. We model these redshift evolutions with spe-
cific dependencies in powers of 1 + z. Similarly as in Geach
et al. (2010), we use a double power law model for the nor-
malization parameter �⇤(z) to gain in flexibility. After sev-
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Figure 11. Joint probability distribution of H↵ luminosity er-
ror and true luminosity in the spectroscopic samples zCOSMOS-
Bright and 3DHST. The various panels correspond to di↵erent
spectroscopic redshift intervals. The colours scheme from yellow
to black encodes the level of probability with arbitrary normalisa-
tion. The squares show the two-dimensional histogram of the data
and the contours correspond to the best-fitting Gaussian mixture
model. The colours scale similarly for both case.

4.3 Measurements of the H↵ and [OII] galaxy
luminosity functions

We measure the H↵ luminosity function in five redshift in-
tervals: 0.3 < z < 0.6, 0.6 < z < 0.9, 0.9 < z < 1.25,
1.25 < z < 1.6, and 1.6 < z < 2. Those measurements are
shown in Fig. 13. Error bars include both Poisson and sam-
ple variance error and the two contributions are summed
up in quadrature. The sample variance contribution in each
redshift interval is estimated by using the method of Moster
et al. (2011) and assuming a Planck 2015 matter power spec-
trum and the galaxy linear biases given in Orsi et al. (2014).
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Figure 12. Same as Fig. 11 but for the case of [OII].

SS4: Did you include o↵-diagonal component of the co-
varaince matrix from the sample variance as Smith(2012)?
SdlT -> No

We define conservative completeness limit for each redshift
interval at faint luminosities. These are log(Llim/ergs�1) =
(40, 41.1, 41.5, 42, 42.3) respectively for the di↵erent redshift
intervals.
SS5: I should comment on some connection with Figure 2. It
does not look consistent especially in 3D-HST. Do you know
why?

It is clear from Figure 13 that our data are mostly sen-
sitive to the bright end of the luminosity function, except
in the low-redshift interval at 0.3 < z < 0.6. In the case of
[OII], we restrict the analysis to the three redshift intervals:
0.3 < z < 0.6, 0.6 < z < 0.9, and 2 < z < 2.5, where the
luminosity error modelling can be performed. We adopt the
completeness limits of log(Llim/ergs�1) = (41, 41, 41.8) respec-
tively for the 0.3 < z < 0.6, 0.6 < z < 0.9, and 2 < z < 2.5
intervals. The [OII] luminosity function measurements are
presented in Figure 15.

Now, let us model the observed luminosity functions
with a time-evolving empirical model, including the e↵ect
of luminosity errors originated from flux modelling. We as-
sume a Schechter (1976) function with varying �⇤ and L⇤
with redshift. We model these redshift evolutions with spe-
cific dependencies in powers of 1 + z. Similarly as in Geach
et al. (2010), we use a double power law model for the nor-
malization parameter �⇤(z) to gain in flexibility. After sev-
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Figure 13. The H↵ luminosity function.

eral tests with di↵erent parameterizations, we find that this
choice allows to best reproduce the observed evolution with
redshift of the luminosity function in our data for both H↵

and [OII]. The model for the observed luminosity function
at redshift z is

�obs(L |z) = �true(L |z) ⇤ P(�L |L, z), (10)

where

�true(L |z)dL = �⇤(z)
✓

L
L⇤,0(1 + z)�

◆↵
e
� L

L⇤,0(1+z)�
dL

L⇤,0(1 + z)�
,

(11)

and

�⇤(z) =
⇢
�⇤,0(1 + z)� for z < zpivot
�⇤,0(1 + zpivot)�+✏ (1 + z)�✏ for z > zpivot.

(12)

The conditional probability P(�L |L, z) in Eq. 10 corresponds
to the best-fitting Gaussian mixture models in the redshift
intervals presented in Section 4.2. Overall, the model has 7
free parameters: �⇤,0, L⇤,0, ↵, �, �, ✏ , and zpivot. However, our
measurements do not allow us to constrain all of these with
the same precision. In particular, the faint-end slope index
↵ cannot be well constrained with our data alone because
of our bright completeness limits except in the 0.3 < z < 0.6
case. We therefore fix ↵ = �1.35 (↵ = �1.25) in the case of H↵

([OII]). We choose those values as they best reproduce our
low-redshift luminosity function measurements in the faint
end. Those are very close to the usually used or measured
values in the literature (Pozzetti et al. 2016; Comparat et al.
2016). We do not consider any evolution with redshift for
this parameter in our model.

In the case of H↵, the 3D-HST spectroscopic sample do
not cover the last redshift interval considered here and so
we lack an estimate of the luminosity error distribution in
that interval. We find however that the observed luminos-
ity function is quite similar to that in the previous redshift
interval at 1.25 < z < 1.6, particularly in the way it drops
at the highest luminosities. The apparent excess of bright
galaxies is the reflect of the convolution with the luminosity
error. Since we do not expect a strong evolution in the shape
of the luminosity function in the last two bins and given the
similarity in the shape of the luminosity function, one can
assume the luminosity error distribution to be quite similar.
We therefore use the same P(�L |L, z) at 1.25 < z < 1.6 and
1.6 < z < 2.

We perform a likelihood analysis of the combined ob-
served luminosity functions in all redshift intervals, consid-
ering all luminosity bins above the luminosity completeness
limits defined previously. For this purpose, we use the Monte
Carlo Markov Chain ensemble sampler emcee (Foreman-
Mackey et al. 2013). We define the e↵ective redshift asso-
ciated to each redshift interval as the mean of the summed
individual galaxy P(z |z0) in the subsamples, i.e.

z̄ =

Ø �Õ
z0 P(z |z0)

�
zdzØ Õ

z0 P(z |z0)dz
(13)

The best-fitting convolved model is shown with the black
curve in Figs. 13 and 15, while the underlying error-free
model is shown in red. One can see in those figures that
our models allows us to well reproduced the observed evolv-
ing luminosity function with the exception of the interval
0.6 < z < 0.9. In the latter interval, the observed luminosity

MNRAS 000, 1–17 (2019)

Measured from our Catalog
Errors Deconvolved



12Shun Saito (Missouri S&T)

Predicted number density of ELGs

1. COSMOS EL

14 S. Saito et al.

Figure 15. The [OII] luminosity function.

Figure 16. Comparison between our best-fit model H↵ luminosity function in the COSMOS catalogue and previous measurements, in
di↵erent redshift intervals (see inset).
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Figure 17. Comparison between our best-fit model [OII] luminosity function in the COSMOS catalogue and previous measurements,
in di↵erent redshift intervals (see inset).

5 PREDICTION OF H↵- AND [OII]-EMITTER
GALAXY COUNTS

We present in Figure 18 the H↵ galaxy counts as a func-
tion of redshift and for di↵erent limiting fluxes: Flim =

5.10�17, 10�16, 2.10�16 erg.s�1.cm�2. These are compared
with the predictions from Pozzetti et al. (2016) model 1
and model 3, which are current baseline for the Euclid mis-
sion cosmological predictions. We also include the expected
counts for the complex Ha+[NII], since Ha and [NII] lines
will be blended at Euclid and WFIRST spectral resolutions.
For this, we use the stellar mass- and redshift-dependent
H↵/[NII] empirical model from Faisst et al. (2018).

As expected from the luminosity function comparison in
Figure 13, our model predicts more H↵-emitter galaxies than
the most optimistic model of Pozzetti et al. (2016) (model
1), particularly at the highest redshifts. By integrating those
redshift distributions over the redshift range where H↵ will
be visible with Euclid red grism in the Euclid Wide survey,
i.e. 0.9 < z < 1.8, we find an expected number of galaxies
at the Euclid wide survey depth of 2 ⇥ 10�16 erg.s�1.cm�2

of 6533 galaxies per deg�2. For the complex Ha+N[II] and
at similar depth and redshifts, we expect 10047 galaxies per
deg�2. At the depth of the Euclid Deep survey, i.e. 5⇥ 10�17

erg.s�1.cm�2, we expect 47781 Ha-emitter galaxies per deg�2

in the same redshift range.

The WFIRST survey aims at targeting H↵ emitters
with grism spectroscopy at slightly smaller flux limit com-
pared to Euclid Wide survey. The expected WFIRST H↵

flux limit is 10�16 erg.s�1.cm�2. The corresponding number
counts predictions in the range of observation of WFIRST,
i.e. X < z < X, is XX galaxies per deg�2. Overall, our model
tends to predict more H↵ galaxy than previously expected,
which if true, may improve the cosmological constraining
power of Euclid and WFIRST surveys.

We also compare our H↵ counts predictions to the semi-
analytical model predictions of Merson et al. (2019). The lat-
ter work predicts the number counts for the Euclid Wide sur-
vey using three di↵erent models for dust attenuation. Those
are shown in Fig. 18 and are very close to Pozzetti et al.
(2016)’s model 1 prediction, and similarly, they are below
the expectation from our model.

Figure 18. The predicted Ha and Ha+NII redshift distributions.

SS7: SPHEREx?
SdlT -> What is their target selection?
SS -> Should be just a flux limit. Olivier may be familiar
than me.
SdlT -> Seems complicated... It rather low redshift (<1.5)
and not really emission-line flux limited survey I think.

Subaru PFS is another forthcoming galaxy redshift sur-
vey whose cosmology part aims at performing a 1400 deg2

galaxy survey at redshifts typically between z = 0.6 and
z = 2.5 (Takada et al. 2014) (see also Figure 1). The cur-
rent baseline selection is based on a g magnitude and g � r
colour criterion, optimized to preselect galaxies above red-
shift one (Takada et al. 2014). The spectral range of the spec-
trograph, its sensitivity, and the planned observing strategy
make the survey mostly sensitive to [OII] emitters in that
redshift range. Thus, the ability of determining galaxy red-
shifts will be closely related to that of detecting the [OII]
emission lines in the galaxy spectra. The [OII] detectability

MNRAS 000, 1–17 (2019)

✦ Our LF predictions allow us to estimate the expected number density of ELGs. 
    - Predicts larger number of Hα in Euclid than Pozetti+(2016).
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UniverseMachine Model

2. UM-COSMOS

Behroozi+(2019)

4 Behroozi, Wechsler, Hearin, Conroy

Table 1. Summary of Observational Constraints

Type Redshifts Primarily Constrains Details & References
Stellar mass functions⇤ 0�4 SFR�vMpeak relation Appendix C2
Cosmic star formation rates⇤ 0�10 SFR�vMpeak relation Appendix C3
Specific star formation rates⇤ 0�8 SFR�vMpeak relation Appendices C3, C4
UV luminosity functions 4�10 SFR�vMpeak relation Appendix C5
Quenched fractions⇤ 0�4 Quenching�vMpeak relation Appendix C6
Autocorrelation functions for quenched/SF/all galaxies from SDSS† ⇠ 0 Quenching/assembly history correlation Appendix C7
Cross-correlation functions for galaxies from SDSS† ⇠ 0 Satellite disruption Appendix C7
Autocorrelation functions for quenched/SF galaxies from PRIMUS⇤ ⇠ 0.5 Quenching/assembly history correlation Appendix C7
Quenched fraction of primary galaxies as a function of neighbour density† ⇠ 0 Quenching/assembly history correlation Appendix C8
Median UV–stellar mass relations† 4�8 Systematic Stellar Mass Biases Appendix D
IRX–UV relations 4�7 Dust Appendix D

Notes. SDSS: the Sloan Digital Sky Survey. PRIMUS: the PRIsm MUlti-object Survey. vMpeak: vmax at the time of peak historical halo mass.
⇤: renormalized/converted in this study to more uniform modeling assumptions. †: newly measured or reanalyzed in this study.

Figure 1. Visual summary of the method for linking galaxy growth to halo growth (§3).

halo reached its peak mass (vMpeak ⌘ vmax(zMpeak)) so that transient
peaks after mergers do not affect long-term SFRs.

Previous studies have varied SFRs with halo mass accretion
rates (e.g., Becker 2015; Rodríguez-Puebla et al. 2016a; Moster
et al. 2018) and concentrations (Hearin & Watson 2013; Watson
et al. 2015). Satellites are problematic for both approaches, as nei-
ther satellite mass accretion nor concentration are robustly mea-
sured by halo finders (Onions et al. 2012; Behroozi et al. 2015b),

and most solutions (e.g., using the time since accretion; Moster
et al. 2018) cannot capture orbit-dependent effects.

Here, we use the vmax accretion history, which is robustly mea-
surable for satellites (Onions et al. 2012) and yields more clearly
orbit– and profile–dependent satellite SFRs. A rapid increase in
vmax means both a large influx of gas and a better ability to re-
tain existing gas, both of which would suggest higher SFRs. A
rapid decrease implies either strong tidal stripping (as for satellites)

MNRAS 000, 000–000 (2019)

- Provides an empirical relation of  
   (M*,sSFR) ⇔ N-body subhalos (merger histories) 

-  N-body simulation 
    BolshoiP 
          Lbox = 250Mpc/h, Mp=1.5 x 108 Msun/h     
    MDPL2           
          Lbox = 1Gpc/h, Mp=1.5 x 109 Msun/h               

               Lightcone is available (0<z<8, 1600deg2) 

    *OuterRim available soon 
          Lbox = 3Gpc/h, Mp=1.85 x 109 Msun/h 
=> Combine with (M*,sSFR) ⇔ (FEL) in our COSMOS.
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Preliminary Investigation

2. UM-COSMOS

- As an example, mimic the selection in DESI [OII] ELGs.

20 < g < 23.5
<latexit sha1_base64="YhgU6Xm98KJR6cyQ1YT8rOYohyY=">AAACCHicbZBLSgNBEIZr4ivGV9SlLhqD4GqYSfAFLoJuXEYwD0iG0NPpSZr09IzdPWIIuYAXcKs3cCduvYUX8Bx2JkGM8YeCn7+qqOLzY86UdpxPK7OwuLS8kl3Nra1vbG7lt3dqKkokoVUS8Ug2fKwoZ4JWNdOcNmJJcehzWvf7V+N+/Z5KxSJxqwcx9ULcFSxgBGsTeUUHXaCuqWLJPm7nC47tpELzxp2aQnkfUlXa+a9WJyJJSIUmHCvVdJ1Ye0MsNSOcjnKtRNEYkz7u0qaxAodUecP06RE6NEkHBZE0JTRK098bQxwqNQh9Mxli3VN/e+Pwv14z0cGZN2QiTjQVZHIoSDjSERoTQB0mKdF8YAwmkplfEelhiYk2nGauKJYIph9GKZjzsU5+MMybWtF2S3bpxhC6nBCCLOzBARyBC6dQhmuoQBUI3METPMOL9Wi9Wm/W+2Q0Y013dmFG1sc3+BqZDQ==</latexit>

0.3 < r − z < 1.6
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g − r < 1.15(r − z)
<latexit sha1_base64="hK3CL7cohw2HBJDvm26o5WwMvMM=">AAACDHicbVBLSgNBFHwTfzF+EhXc6KJJEOIiYcbgD1wE3biMYD6QhNDT6SRNenqG7h4xhlzBC7hwowcQ3Ilb7+AFPIedD2KMBQ+KqveoR7kBZ0rb9qcVmZtfWFyKLsdWVtfW44mNzZLyQ0lokfjclxUXK8qZoEXNNKeVQFLsuZyW3e7F0C/fUKmYL651L6B1D7cFazGCtZEaiXg7I9EZcrLOYVpm7vYbiZSdtUdAs8SZkFQ+CZHH7ZfdQiPxVWv6JPSo0IRjpaqOHeh6H0vNCKeDWC1UNMCki9u0aqjAHlX1/ujxAdozShO1fGlGaDRSf1/0sadUz3PNpod1R/31huJ/XjXUrZN6n4kg1FSQcVAr5Ej7aNgCajJJieY9QzCRzPyKSAdLTLTpaipFsVAwfTsYFXM6xNFPDbOkdJB1ctnclWnoHMaIwg4kIQ0OHEMeLqEARSAQwgM8wbN1b71ab9b7eDViTW62YArWxzfNm5wE</latexit>

g − r < −1.2(r − z) + 1.6
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Figure 3.10: Optical g � r vs. r � z color-color diagram based on spectroscopy from the DEEP2
Galaxy Redshift Survey, illustrating our preliminary selection for ELGs at z > 0.6 with significant
[O II] emission-line flux. Although the galaxy photometry is based on deep CFHTLS imaging [208],
the colors have been transformed and degraded to the expected depth of the DECaLS imaging. This
plot shows that strong [O II]-emitting galaxies at z > 0.6 (blue points) are in general well-separated
from both the population of lower-redshift galaxies (pink diamonds) and from the locus of stars in
this color space (grey contours). The selection box (thick black polygon) selects those galaxies with
strong [O II]-emission while minimizing contamination from stars and lower-redshift interlopers.

3.3.3 Sample Properties

The baseline ELG selection criteria for DESI are based on our analysis of the DEEP2/EGS
survey data, which targeted galaxies more than half a magnitude fainter and with consid-
erably higher spectroscopic signal-to-noise ratio than DESI. Because of this greater depth,
we anticipate that any galaxies with su�ciently strong [O II] flux to yield a redshift with
DESI also yielded a successful redshift measurement in DEEP2. We have also cross-verified
our selection criteria and redshift distributions for ELGs using data from the 1.3 deg2 COS-
MOS field [215] and from the 0.6 deg2 VVDS-Deep field [216]; both of these samples give
consistent results, within the expected variation due to both sample variance and systematic
di↵erences between the samples. Our selection, when applied to imaging with magnitude
limits of gAB = 24, rAB = 23.4 and zAB = 22.5 (i.e., the anticipated depth of DECam Legacy
imaging), is su�cient to meet all DESI science requirements (although we do anticipate to
refine the sample selection even further). The major properties of this sample are as follows.

Surface Density

In Figure 3.11 we show the surface density of candidate ELGs in our grz selection box (see
Figure 3.10) as a function of the r-band magnitude limit. At a depth of rAB ⇡ 23.4, we
achieve our goal of 2400 targets per square degree. As we discuss below, we conservatively
estimate that at least 65% of these will be bona fide ELGs in the redshift range 0.6 < z < 1.6
with a strong enough [O II] emission-line doublet (in tandem with other nebular emission

DESI collab.+(2016)

& F[OII] > 2× 10−16 erg/s/cm2
<latexit sha1_base64="guMLvb9tmQIpVNz3EBW7NeOPtu0=">AAACMXicbVDLSgNBEJz1/TYqnrwMiqCgcTeKj4uIguhJBaNCdhNmJ5M4ODO7zPSKYdkP0bN/4A941T/wJh68ePUDnCQivgoaiqpuurvCWHADrvvkdHR2dff09vUPDA4Nj4zmxsZPTJRoyoo0EpE+C4lhgitWBA6CncWaERkKdhpe7DT900umDY/UMTRiFkhSV7zGKQErVXIru5XU1xKXDvb3gwxv4oIPXDKDPbecLnqrmb/Q8pmuL5klKstpIcsquRk377aA/xLvk8xszV/fTr6XBw8ruVe/GtFEMgVUEGNKnhtDkBINnAqWDfiJYTGhF6TOSpYqYi8I0tZ3GZ61ShXXIm1LAW6p3ydSIo1pyNB2SgLn5rfXFP/zSgnU1oOUqzgBpmh7US0RGCLcjApXuWYURMMSQjW3t2J6TjShYAP9scXwRHG4agez0cTqVwx/yUkh7y3nl49sQtuojT40habRHPLQGtpCe+gQFRFFN+gePaBH5855cp6dl3Zrh/M5M4F+wHn7AGJfrGM=</latexit>

ng ∼ 5× 10−4 [(h/Mpc)3
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- In principle, we can do a similar investigation for eBOSS & PFS. 

- Two simple questions 
   1) Understand the selection in terms of HOD. 
   2) What happens if we infer HOD from wp?

SMF at z~1
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2. UM-COSMOS

- satellite: fsat~36.2%,  
99.8% of satellites are  
hosted by non-DESI cens. 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 2) What happens if we infer HOD from wp?

2. UM-COSMOS

✦ Simple 5-parameter HOD in Zheng+(2005) can fit to wp but WRONG!

✦ Exact HOD cannot fully explain the DESI wp. Assembly bias? e.g., Zentner+(2013)



17Shun Saito (Missouri S&T)

Summary

Summary

- ELG Mock Catalog shall play an essential role in forthcoming BAO surveys. 
 
- Understand a galaxy selection in terms of galaxy properties: 
   ∘ Empirical relation b/w EL fluxes & galaxy properties in COSMOS2015. 

   ∘ Embed this to UniverseMachine which gives (M*,sSFR) ⇔ DM halo properties. 

- Showed a preliminary investigation for DESI-like selection. 
   ∘ Constraining HOD from wp is NOT a good idea for ELGs.  

   ∘ Can be validated with e.g., eBOSS ELGs.  

   ∘ We will investigate the best strategy with our UM-COSMOS ELG mock. 

Guo+(2019), Alam+(2019)
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Summary

8 S. Saito et al.

Figure 6. The performance of our fiducial model with f (z) = 0.44 + 0.2z. The structure of the figure is similar to Figure 4, except that
we now use all galaxies at 1.95 < zbest < 3.56 for the 3D-HST [OII] case (bottom left panel). For reference, we also show the result for the
restricted sample (z_best_s==2 and |�z | = |zbest � zphoto | < 0.2) as we did in Figure 4 (cyan points with a dashed line).

Figure 7. The impact of the modeling uncertainty on the mean
of Fmodel/Fobs. The black solid curve is exactly the same with the
zCOSMOS H↵ result in Figure 5. In contrast, we obtain the cyan
curve by measuring the mean from random variables as Fmodel
which follow a normal distribution, N(µ, �), with µ = Fobs and
� = �(Fmodel) but by limiting to Fmodel > 0.

intermediate wavelength ranges of the photometry, we redo
our fitting by letting the line ratio, [OIII]/H�, be completely
free, as we described above. This result is also shown with

black solid lines in Figure 9 where we do confirm a drastic
improvement in this comparison. Interestingly, however, we
find that this result tends to recover the trend of the increas-
ing line ratio at high redshift, as we show in Figure 10. It is
not surprising to obtain such a large uncertainty, since our
fitting relies only on photometric data.

4 H↵ AND [OII] LUMINOSITY FUNCTIONS

The catalog of estimated emission-line fluxes for COS-
MOS2015 galaxies uniquely allows us to study emission-line
luminosity functions over a contiguous area of 1.38 deg2 and
up to redshifts of z = 2.5. In this section we present the
measurements and modelling of the H↵ and [OII] luminos-
ity functions at di↵erent redshifts in the range 0.3 < z < 2.5.

4.1 Estimation of the luminosity function

Accurate estimation of the luminosity function at di↵erent
redshifts necessitate accounting for individual galaxy lumi-
nosity and redshift uncertainties, particularly when those
quantities are based on photometric information. The pho-
tometric redshift uncertainty a↵ects the estimation of the
luminosity at a given flux, when fluxes are converted to

MNRAS 000, 1–17 (2019)
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Figure 8. The impact of photo-z accuracy on our flux prediction
at z & 2. Each data point represents Fmodel/Fobs for each 3D-HST
galaxy, color-coded by the absolute di↵erence between the pho-
tometric redshift in COSMOS2015, zphoto, and the best estimate
in 3D-HST catalog, zbest.

luminosities through the luminosity distance. Additionally,
our emission-line flux estimates have an intrinsic error that
further impacts the estimated luminosities. Although on av-
erage, our H↵ and [OII] modelled fluxes are close to be un-
biased as shown in Figure 6, systematic uncertainties still
remain and need to be accounted for in the analysis of the
luminosity function. The e↵ect of flux uncertainties on the
luminosity function is often referred to as the Eddington
bias. Overall, the two e↵ects a↵ect the estimated luminosity
function in a similar fashion: they introduce a luminosity-
dependent smearing. The modelling of luminosity uncertain-
ties is addressed in the next subsection and we concentrate
on the impact of redshift uncertainties in the following.

In order to derive the luminosity function from photo-
metric samples it is crucial to account for redshift uncer-
tainty. Unbiased estimates can be derived from the knowl-
edge of the redshift probability distribution function as-
sociated with each galaxy. This can be achieved using
deconvolution- or convolution-based estimators (e.g. Sheth
2007; Sheth & Rossi 2010). In this work we use the Vmax
convolution estimator described in Sheth & Rossi (2010) for
which the estimated luminosity function is given by

�(L) =
π

dL0N(L0)P(L |L0)
Vmax(L)

, (6)

where L0 is the estimated luminosity, N(L0) is the number of
galaxies with estimated luminosity L0, P(L |L0) is the proba-
bility of the true luminosity given the estimated luminosity
of L0, and Vmax is the maximal volume in which each galaxy
is observable. In practice, Eq. (6) can be estimated as a sum
over galaxies luminosity probability distribution functions

�(L) =
’
L0

P(L |L0)
Vmax(L)

⇥(L), (7)

where ⇥(L) is equal to unity for L in [L� dL/2, L+ dL/2] and
is null otherwise. In our analysis, galaxy Vmax(L) are all set
to the total analysed volume. We make this choice because
of the di�culty of defining Vmax for emission-line galaxies
in a survey selected in near-infrared apparent magnitudes

(Laigle et al. 2016). As a consequence, we do not correct for
the Malmqvist bias a↵ecting the faint end of the luminosity
function in the estimator. Instead, we use conservative faint
limits below which data are not used in the analysis (see
section 4.3).

The LePhare code provides output information about
single galaxy redshift uncertainty. In particular, it returns
for each galaxy the likelihood of the photometric data for
di↵erent given true redshifts z, i.e. the probability P(z0 |z). In
the latter definition, z0 is the estimated redshift and e↵ec-
tively identifies the photometric data of one galaxy. This can
be turned into the probability of the redshift given the data
(i.e. the posterior likelihood) by using Bayes theorem, i.e.
P(z |z0) = P(z0 |z)P(z) where P(z) is the prior distribution (e.g.
Beńıtez 2000). To estimate the prior distribution P(z), previ-
ous measurements of the luminosity or stellar mass function
evolution in the COSMOS field (Ilbert et al. 2013; David-
zon et al. 2017) can be used, from which one can derive
the expected number of galaxies as a function of redshift.
Although, this may resemble a circular problem, since the
redshift evolution of the luminosity function allows the pre-
diction of the global P(z), which is needed to estimate the
luminosity function in the first place, the P(z) can be deter-
mined iteratively and self-consistently. In practice, an initial
guess can be used to estimate the luminosity function at
di↵erent redshifts. The best-fitting evolutionary model to
those measurements is then used to update the prior P(z).
This cycle is repeated several times to refine the estimate
of the prior P(z). We find that this converges quickly after
few iterations. After performing various tests, we find that
the exact shape of the prior P(z) is not crucial and its per-
fect knowledge does not a↵ect significantly the luminosity
function estimation, at least in the case of the COSMOS
data.

From the P(z |z0) and the observed flux of each galaxy,
one can derive P(L |L0). Here we assume that the flux is the
true flux and has no associated error. The impact of flux er-
ror is treated separately (see section 4.2). Finally, we note
that, to estimate the luminosity function in redshift inter-
vals, one needs to set P(L |L0) to zero in Eq. (7) for L as-
sociated to z outside of the redshift interval considered. In
this way, one only takes the luminosity contribution of each
galaxy in the considered redshift range.

4.2 Modelling luminosity error

We can quantify the flux modelling errors by calculating
the di↵erence between estimated fluxes and direct flux mea-
surements from the reference spectroscopic samples. The full
distribution as a function of the true luminosity needs to be
assessed. Once this is known, we can use the conditional
probability of the luminosity di↵erence given the true lumi-
nosity, as a convolution kernel to reproduce the observed lu-
minosity function. The observed luminosity function is then
given by

�obs(L) = �true(L) ⇤ P(�L |L), (8)

where �obs(L), �true(L), and P(�L |L) are the observed lu-
minosity function, true luminosity function, and conditional
probability distribution function of the luminosity di↵erence
�L = Lest � L given the true luminosity L, respectively. Lest

is the estimated luminosity and the symbol ’*’ indicates the

MNRAS 000, 1–17 (2019)
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